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Introduction

• Video-to-Music Generation 

Create music that is semantically, rhythmically, and emotionally aligned with a given video

• Applications: film scoring, games, short video creation, dance music synthesis, VR, ...

• Current status: underdeveloped due to complex vision-music relationships; few industrial deployment

Timeline of Representative Works
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Overview of Vision-to-Music Generation



Input

• General Videos
• E.g. natural landscapes, films, sports, animations

• Focus on extracting features like motion, color, or visual semantics 

• Human Movement Videos
• Instrument performance: music is determined; more like reconstruction

• Dance, sports and other human movements: emphasize local rhythmic 

alignment, semantic constraints are weaker. 2D/3D keypoints of human 

motion are directly used

• Images
• Focus on overall style without local constraints, as images lack temporal 

dimension

• Less application scenarios (iPhone photo album)



Output

• Symbolic Music
• Discrete elements like notes, chords, or musical symbols, e.g. MIDI events

• Early methods are mainly symbolic

• Pros: Integration of music theory; Better controllability; Longer music pieces. 

• Cons: Limited data scalability; Weaker expressiveness

• Audio Music
• Synthesize wave-form realistic sound in audio format

• Pros: Large-scale datasets; Rich expressiveness

• Cons:  Lacks controllability and editing ability; Shorter music pieces



Methods



Datasets



Evaluation Metrics

Objective Metrics

Subjective Metrics



Challenges

• Lack of Standardized Datasets and Benchmarks

• Limited Customization and Controllability

• Trade-off Between Symbolic and Audio Forms

• Cross-Domain Generalization

• Limited Human-in-the-Loop Feedback for Iterative Improvement

• Under-utilization of Large Model Capabilities

• Industry Application Challenges

• ...
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Motivation

500 Hours of Videos Uploaded Every Minute1

1 Statistics in 2021, https://influencermarketinghub.com/youtube-stats/

4 Million Active Video Producers1



Motivation

2 https://musicforproductions.com/importance-of-background-music-in-your-videos-2/

Background Music is Important for Video Production2

Conveys messages effectively

Makes content memorable

Attracts attention

Depicts emotions



Motivation

Prepare video clips Pick background music Edit video to fit music



Time Consuming!

Motivation

Prepare video clips Pick background music Edit video to fit music

Make background music fit frame by frame

Copyright Issues



Motivation



Motivation

Video Background Music Generation

Meet people’s individual needs

Dramatically shorten video production time

Save a lot of copyright fees

Retrieval?



Related Works
• Music Reconstruction from Silent Performance Video

• Foley Music (Gan et al., in ECCV’20), Audeo (Su et al., in NeurIPS’20)



• Video Background Music Retrieval
• MRCMV (Li et al., in SIGIR’21)

Related Works
• Music Reconstruction from Silent Performance Video

• Foley Music (Gan et al., in ECCV’20), Audeo (Su et al., in NeurIPS’20)



• Video Background Music Retrieval
• MRCMV (Li et al., in SIGIR’21)

• Music Generation
• MuseNet (OpenAI, in 2019), Jukebox (OpenAI, in 2020)

Related Works
• Music Reconstruction from Silent Performance Video

• Foley Music (Gan et al., in ECCV’20), Audeo (Su et al., in NeurIPS’20)



• Video Background Music Retrieval
• MRCMV (Li et al., in SIGIR’21)

• Music Generation
• MuseNet (OpenAI, in 2019), Jukebox (OpenAI, in 2020)

Related Works
• Music Reconstruction from Silent Performance Video

• Foley Music (Gan et al., in ECCV’20), Audeo (Su et al., in NeurIPS’20)

Cannot generate BGM tailored to a particular video.



Video Background Music Generation

V2M
Model

Training 

Inference

Input Video Generated BGM

Generation



Video Background Music Generation

V2M
Model

Training 

Inference

Input Video Generated BGM

Generation

Insufficient Paired Data

Complex Relations



Video Background Music Generation

Music 
Generation 

Model

Training GenerationMusic
Feature

Input Music Generated BGM

Train with only music data!



Video Background Music Generation

Music 
Generation 

Model

Training 

Inference

Input Video

GenerationMusic
Feature

Input Music Generated BGM

Train with only music data!

Video
Feature

Convert



Input Video

Motion Speed

Motion Saliency

Timing

Rhythmic Features

Instruments

Genre

User-defined Features

Controllable 
Music 

Transformer

Generated Background Music

User

SNote Density

SNote Strength

Bar Beat

Our Method



Rhythmic Relations

Motion Speed

Motion Saliency

Timing

Rhythmic Relations

SNote Density

SNote Strength

Bar Beat



Motion Speed ⇌ Simu-note Density

Fast Motion

Intense Music

Rhythmic Relations

Slow Motion

Soothing Music



Motion Speed ⇌ Simu-note Density

Simu-note NoteBar

Simu-note Density = 3

Rhythmic Relations

The higher the simu-note density

The faster the local music rhythm.



Optical Flow Magnitude:  �� =
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average of the absolute optical flow over pixels of a flow map
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average of the optical flow magnitude over frames of a clip

Motion Speed ⇌ Simu-note Density
Rhythmic Relations

Optical Flow



Motion Saliency ⇌ Simu-note Strength

Distinctive Motion 
(e.g. transitions)

Distinctive Music Beat

Rhythmic Relations



Motion Saliency ⇌ Simu-note Strength

Simu-note NoteBar

Simu-note Strength = 2

Rhythmic Relations

The larger the strength

The richer and more distinct the sound



Visual beats are sudden decelerations. [1]

[1] Abe Davis and Maneesh Agrawala, Visual rhythm and beat, SIGGRAPH 2018.

Motion Saliency ⇌ Simu-note Strength
Rhythmic Relations

Visual Beats

Motion Saliency: the summation of 
per-direction decelerations

Dominant tempo: the largest spike in 
the autocorrelation of motion saliency

Visual beats: local maxima above a 
threshold and follow the dominant tempo



Synchronize the Opening and Ending of Video and Music

Video Start/Ending

Music Appear/Disappear

Rhythmic Relations

Fast & Furious  (2015)



time=3

Time encoding
Add different positional encoding to tokens of different pieces

Long Video

Music

time=1 time=2 time=3time=1 time=2

Short Video

Music

Rhythmic Relations
Synchronize the opening and ending of Video and Music



Controllable Music Transformer
Multi-track Symbolic Music Representation

2 types of tokens, 6 attributes

Simu-note NoteBar

Simu-note Density = 3

Simu-note Strength = 2

BAR

DEN

BEAT

STR

Bar SNote Note

Placeholder

INST

PITCH

DUR

Realize controllable music generation via modifying 
the controlling attributes (strength and density)



Controllable Music Transformer
Framework

•Training: reconstructing music given the 
extracted music features

Video

Inference

V Features

Music

Training

Bar SNote Note Note Bar

Transformer
Decoder

Beat-Timing 
Encoding ⨁

M Features

Generated Music

Music Rhythmic Features

User-defined
Initial Tokens

Genre Piano •Inference: 
•Convert visual features into music features
•Generate background music 



Experiments
Dataset

[1] Hao-Wen Dong, et al, MuseGAN: Multi-track Sequential Generative Adversarial Networks for Symbolic Music Generation and Accompaniment, AAAI 2018.

• Lakh Pianoroll Dataset (LPD) [1]
• LPD-5-cleansed version of LPD
• 5 instruments (Drums, Piano, Guitar, Bass and Strings)
• 6 types (Country, Dance, Electronic, Metal, Pop, Rock)
• 3,038 MIDI music pieces



• Structure Indicators
• Measuring the music’s repetitive structure.

• Pitch Histogram Entropy
• Assessing the music’s quality in tonality.
• If a piece’s tonality is clear, several pitch classes should dominate the pitch histogram, resulting in a 

low entropy.

• Grooving Pattern Similarity
• Measuring the music’s rhythmicity.
• If a piece possesses a clear sense of rhythm, the grooving patterns between pairs of bars should be 

similar, thereby producing high scores .

Objective evaluation metrics

[1] Shih-Lun Wu and Yi-Hsuan Yang, The Jazz Transformer on the Front Line: Exploring the Shortcomings of AI-composed Music through Quantitative Measures, ISMIR 2021.

Self-similarity 
matrix

Fitness Scape 
Plot

Experiments



Experiments
Objective evaluation

Simu-note Density

Simu-note Strength

Beat-timing Encoding

Music Generation

Plan-before-generation Strategy

SNote

STR
= 3

Note Note Note

Make the model easier to learn



• Result

Experiments
Subjective evaluation

• Questionnaire
• 36 participants
• Videos from 3 categories (edited, unedited, and animation)
• Rate BGM’s melodiousness and compatibility w/ video
• Rank the three models from an overall perspective

Music generated w/o control

Music selected that best matches the input video

↑: the higher the better, ↓: the lower the better.
Bolds: best performance

1. Music generation model is comparable to 
human composers in terms of melodiousness.

2. Our method has the best performance for 
compatibility and overall ranking



Experiments

Demo: https://wzk1015.github.io/cmt/

https://wzk1015.github.io/cmt/


Input 
Video Controllable 

Music 
Transformer

Generated 
Background Music

Motion Speed

Motion Saliency

Timing

Rhythmic Features

SNote Density

SNote Strength

Bar Beat

Conclusion

The first method for video background 
music generation

Established rhythmic relations between 
music and video

Designed a controllable music generation model that 
can be trained without paired dataset

Can generate impressive results

Instruments

Genre

User-defined FeaturesUser
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Video Background Music Generation: Dataset, Method and Evaluation

ICCV 2023



Video Background Music Generation: 
Dataset, Method and Evaluation

Melody

Melody

Accompaniment

Accompaniment

Chord C C GF



Video Background Music Generation: 
Dataset, Method and Evaluation

• Crawl piano performance audio from music videos, convert the piano audio into MIDI files using a music 

transcription model to construct video-MIDI pairs

• Extract music features, crawl other metadata, and further incorporate music theory knowledge.



Video Background Music Generation: 
Dataset, Method and Evaluation

• Use genre as a bridge to explore the connection between visual feautres and music attributes
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Video Background Music Generation: 
Dataset, Method and Evaluation

Genre & Rhythm Genre & CLIP visual features

• Use genre as a bridge to explore the connection between visual feautres and music attributes



Video Background Music Generation: 
Dataset, Method and Evaluation

• Disentangle the generation of chord, melody and accompaniment

• Extract multiple video features to control the music generation process



Video Background Music Generation: 
Dataset, Method and Evaluation

• Further refine music representations



Video Background Music Generation: 
Dataset, Method and Evaluation

• Unconditional Music Generation: 

Disentangle to generate chord, melody 

and accompaniment in order

• Video-to-Music Generation:              

Extract color, semantics, rhythm features 

from videos to control different stages of 

the model and generate background 

music



Video Background Music Generation: 
Dataset, Method and Evaluation

How to evaluate video-music correspondence?

• Subjective evaluation: Bias

• Video-music correspondence is more complex 

than text-image

• Apply contrastive learning to train music-video 

CLIP to evaluate video-music correspondence, 

like CLIP score



Video Background Music Generation: 
Dataset, Method and Evaluation

• Use the music-video CLIP as the evaluator model

• Retrieve videos from the dataset with the generated 

music

• Correctly retrieval indicates strong correspondence

• Adopt retrieval-based metrics: R-Precision and 

Median Rank



Video Background Music Generation: 
Dataset, Method and Evaluation



Video Background Music Generation: 
Dataset, Method and Evaluation



Video Background Music Generation: 
Dataset, Method and Evaluation

Demo of Video-to-music Generation: 
https://www.wzk.plus/slides/musprod_samples/conditional/processed/V-MusProd_001_processed.mp4

Demo of Unconditional Music Generation:
https://www.wzk.plus/slides/musprod_samples/unconditional/processed/005_processed.mp3

https://www.wzk.plus/slides/musprod_samples/conditional/processed/V-MusProd_001_processed.mp4
https://www.wzk.plus/slides/musprod_samples/unconditional/processed/005_processed.mp3
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Introduction

• Background: Multimodal music generation — creating music from text, images, or videos, with applications in 

film, games, and XR.



Introduction

• Problem: Existing methods suffer from limited data, weak cross-modal alignment, and lack of controllability.

• Motivation: We propose explicit cross-modal bridges (text bridge + music bridge) to improve alignment and 

enhance user control.



Dataset

• MTV-24K: A curated video-music dataset with fine-grained alignment, used for 

training visual-to-music-description.

• MT-512K: A large-scale text-music dataset (500K+ pairs) with rich annotations, 

forming the foundation for RAG.



Method

• Text Bridge (MMDM): Translates visual inputs (image/video) into structured music descriptions, serving as 

the semantic bridge.



Method

• Music Bridge (Dual-track Retrieval): Broad retrieval provides melody/rhythm reference; targeted retrieval 

offers controllable attributes like genre, mood, tempo.



Method

• Explicitly Conditioned Music Generation (ECMG): Diffusion Transformer + ControlFormer, integrating both 

bridges for high-quality and controllable music generation.



Experiments

• Video-to-Music

Video2Music@SymMV



Experiments

• Text-to-Music

Text2Music@SongDescriber



Experiments

Image-to-Music @ MUImage Video-to-Description



Experiments

Controllability Ablation User Study For Controllability

Retrieval V.S. Generation Low Resources Text Modification



Demo

https://wzk1015.github.io/vmb/

https://wzk1015.github.io/vmb/
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Impact on Music Industry

• Video2Music only simulates styles/rhythms, failing to meet film soundtrack demands for emotion, context, and 
coordination

• Key barriers
•   disconnected workflows (lacking collaborative feedback)

•   poor cultural context awareness

•   cross-professional communication

•   sound balance

• Need to evolve from "substitute" of human composers to "intelligent collaborator"

•   collaboration rather than one-time generation

•   inspire and assist



Function of AI Music

• AI-generated music lacks genuine emotion and subjective expression

• Suitable: functional scenarios, e.g. short video background music, restaurant/street background (functional pop)

• Not Suitable: indie music (rock, folk, etc.), demanding human creativity and ideas

•    Film soundtrack is a middle ground: serves the work but allows composers’ subtle personal expression

• The same goes for AI writing: we appreciate AI-written manuals/summaries (functional), but not AI-written 
novels/poetry (require human sentiment)

• AI can serve as a creative assistant, not a replacement for human expression in non-functional music



Thanks for listening!

Email: wangzhaokai@sjtu.edu.cn

Check out our repo:


