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Motivation
• Monolithic (i.e., w/o vision encoder) MLLMs show potential in design simplicity and deployment efficiency
• Weaker visual perception capabilities compared with modular MLLMs



Motivation
• Native pretraining (e.g. Chameleon): Train from scratch 

• High training costs; Unstable optimization
• Continuous pretraining (e.g. EVE): Extend pretrained LLMs

• Catastrophic forgetting of pretrained language knowledge
• Our analysis: due to shared parameter architecture for vision and text 

• Optimization for vision can negatively impact language capabilities

[1] Chameleon: Mixed-Modal Early-Fusion Foundation Models
[2] Unveiling Encoder-Free Vision-Language Models



Method - Overview

• Mono-InternVL: retains language knowledge of pretrained LLM by introducing visual experts 
through a MoE design, and applies delta tuning (training partial parameters)

• Endogenous visual pretraining (EViP) strategy for progressive coarse-to-fine pretraining
• Surpasses other monolithic MLLMs (e.g. +2.5% over Emu3-8B); Comparable with leading 

modular MLLMs with only 2B parameters



Method - Monolithic Architecture

(1) Visual and textual embeddings: Directly patchifies images using a lightweight module
(2) Multimodal mixture-of-experts (MoE) structure: Embed visual experts into a pre-trained 
LLM to utilize pretrained language knowledge and mitigate the catastrophic forgetting issue



Method - Endogenous Visual Pretraining (EViP)

S1.1: Concept learning to grasp basic visual concepts.
S1.2: Semantic learning to capture high-level semantics.
S1.3: Alignment learning to align knowledge with downstream tasks.



Experiments
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Visualization



Takeaways

• Monolithic MLLMs are weak due to shared parameters for vision and text
• Introduces vision experts as a MoE structure and an EViP pretraining strategy
• Mono-InternVL surpasses existing monolithic MLLMs and close the gap with modular MLLMs
• Provides new directions for designing future MLLMs



Another Work - SynerGen-VL

• Another work of ours in CVPR 2025
• Extend the monolithic structure to unified multimodal understanding and generation
• Fully autoregressive, discrete tokenizer, visual experts, token folding&unfolding
• Comparable to Emu3-8B but with only 2B parameters

[1] SynerGen-VL: Towards Synergistic Image Understanding and Generation with Vision Experts and Token Folding
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